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1 Summary of Proposed Research

This is a request for a neMedium Resource Allocatidior data analysis and simulation of {h€ap
experiment 2 The measurements are carried out by an international caitadoat the proton accelera-
tor of the Paul Scherrer Institute (Switzerland), which produeesighest muon fluxes worldwide. After
an extended R&D phase the experiment has now reached full povdsiatige. While the limited data of
the engineering and first physics run could be analyzed with srhallex farms, the present and future
data volume, coupled with high precision analysis techniques, esgslipercomputer resources. Such
computing power is not available to the moderately sized, uitivd@sed collaboration, but is indispen-
sable for a successful analysis of the experiment whigrinsarily carried out by the US University
groups at lllinois, Kentucky and Berkeley. The experiment is farde National Science Foundation
contracts NSF 02-44889 including a special equipment supplemepClyy, and a UIUC Research
Board grant (lllinois), NSF 02-44816 (Kentucky) and the US DB&rKeley). The project has also re-
ceived attention as an example for a sustained US-Russiarchesedaboration, to provide alternatives
to emigration for Russian scientists, and to employ formepareacientists in civilian research. It re-
ceived two consecutive US Civilian Research and Developmammdation grants (2002 and 2006),
which is rare, as the grant is highly competitive. This ird#onal aspect of the experiment is covered in
media reports

The goal of theCap experiment is a precision measurement of the muon capturmneactthe free
proton. This determines directly the pseudoscalar form fgstavhich is the least well known of the nu-
cleon form factors characterizing the structure ofli@rged electro-weak current. We can now precisely
calculategr based on the chiral symmetry of QCD and its breaking. Thuexgerimental determination
sensitively probes our understanding of QCD at low energiespit® efforts spanning the last 30 years,
experimental results are still controversial and subject to @iicges in their interpretation.

The uCap experiment is designed to overcome the uncertainties that glaguker efforts and to
measureaje with about tenfold improved precision. The method requires a combination of novéladnd c
lenging detector techniques. A TPC operating with 10-bar hydrogeaetermines the incoming muon
stop position. Electrons from muon decay are reconstructed usiegrly deadtime-free electron track-
ing system. A sophisticated gas system maintains andar®tie ultra-high purity of the deuterium-
depleted H gas used as an active target. During the last 3 yeatmterare was built and commis-
sioned. In fall 2004, a first physics run achieved 20 percent of our finalistagjsal for negative muons.
These data surpass all previous experiments, both in sttsiil in reduction of systematic uncertainties
and are currently being analyzed by two graduate students. Fj@l mpgrades were successfully com-
missioned in 2005, including a pulsed muon kicker, which allowed trighieglata acquisition rate. The
experiment is slated for 10 weeks of high statistics datagak spring 2006 to increase our total statis-
tics with both muon polarities by about an order of magnitude.



A key feature of the experimental method is the recordingpefidminantmuon decay process in-
stead of theare capture process. While dramatically reducing the systematiertainties, the data vol-
umes generated by this technique are large, challenging botitatheacquisition as well as the data
analysis. The DAQ is based on custom built hardware combined witlhaigtwidth networking and has
worked reliably at its specification. For the analysis aidpiction datasets supercomputing resources are
needed. In summer 2005 we applied and receieevalopment Allocatioat NCSA and used it to de-
velop, install and test theCap analysis procedure on the tungsten cluster. Based on thisueeessful
experience we request the predeleidium Resource AllocatioiThe current application is for one year.
After reassessing our requirements in a year, we are ptatmirequest a renewal grant for several years
to perform the analysis @fCap and analyze a follow-up experiment presently under preparation.

2 Experimental Goal and Approach
TheuCap experiment is a measurement of the katr the semi-leptonic electroweak process (ordi-

nary muon capture OMC),

W+p-n+ty,

(BRO10%)

to 1-percent precision. Although this reaction is of a similaddmental nature as neutron beta decay, it

has been measured with only 6-10 percent precision.

In partithikaexperiment will determine the

least-well-known of the charged weak form factors of thdemung the pseudoscalgg, to 7 percent, pro-

viding a stringent test of theoretical
predictions based on the chiral symmetries
of QCD. The importance of such
measurements is underscored by the recent
progress in effective theories (heavy baryon
chiral perturbation theory) that are capable
of predictingg, within better than 3 percent.
Existing experiments are unable to meet this
challenge, but rather lead to a controversial
experimental situation. The origin of the
problem lies in the imprecise knowledge of
Aor, the rate of conversion between the
ortho- and parppyu states formed after
muons are stopped in hydrogen. Because of
the strong spin dependence of the-A
interaction, the knowledge of the initial
molecular state for the capture reaction is
essential for the extraction gb. As ppu
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Figure 1. Experimental constraints @a. The un-

molecules are formed quickly at highercertainty ofAqp implies a large uncertainty in the

hydrogen density, the sensitivity %, is

extraction ofge. TheuCapexperiment will be

most critical for experiments using liquid more accurate and nearly ependent oAor.

targets. Because of the advantages of a

larger stopping mass, the most precise capture experimentdéavgerformed under these unfavorable
conditions. At the time of our experimental proposal, the basic @€0bictions disagreed by more than

4 ¢ with a recent experiment on the related radiative muon cafRME) proces$. The advancements

of theory, combined with this unexplained discrepancy, have stieautaflurry of theoretical papers and
discussion on this topR®. During 2005, the situation has become even more confused (seB.Fg.

new measuremehof Agpdramatically disagrees with earlier results. The langgertainty if\op as well

as inconsistencies between the experimental results, stiggegtis currently constrained to only a pre-
cision of no better than 50 percent. Due to the daunting experinclatienges, theCap experiment is

the only prospect to solve tlye puzzle with precision muon capture experiments in the foreseeable future



and was enthusiastically endorsed ang
accepted as a high-priority experiment by the
international Program Committee at the Pauls
Scherrer Institute in 2001.

The uCap experiment is based on a ne

earlier efforts. Thus, we expect to improvelzi
the determination ofj, by about an order of |
magnitude.  The experiment is a muo
lifetime measurement in ultra-pure and
deuterium-depleted hydrogen gas. The
measured decay lifetime of the negative mu
in hydrogen is shorter, compared with that
the positive muon, because of the additiong
capture reaction.  Thereforéhs can be
determined to 1 percent fronu“+ T if

P

o _Figure 2. CAD model of completedCap detector
both lifetimes are measured to 10 ppm. Th'?iuring physics run fall 2004.

implies the collection of a huge statistics of at

least 1¢° fully reconstructed muon decay events. Muons of both polagtistopped in an active target
and a specially developed TPC contained in a 10-atm hydrogemneresssel. Two cylindrical wire-
chambers and a large scintillator hodoscope surround the pressure rchaimbeletector system tracks
the electrons back to the muon stop location. Several uniqueefeatill allow a significant improve-
ment in precision:

Unambiguous interpretation. The target density is 100 times lower than in,LHAt these condi-
tions, muon capture proceeds predominantly from the singlet hyperfine state pfdbenpand the
sensitivity toA,, is reduced to a minor correction.

Clean muon stop definition. With 3D tracking, the TPC selects only stops in the hydrogen gas,
eliminating otherwise overwhelming background from stops in highmaterials.

Clean muon electron tracking. Cuts on the muon-electron vertex can be systematically apied u
ing the reconstructed electron vector. This leads to strong backgnapmession, essential consis-
tency checks and a diagnostic method for monitoring the isotopic purity ofdhagley.

Gas impurity control. BecauseCapis an active target experiment, very low levels of impsitan
be monitoredn situwith the TPC. A sophisticated purification system has been commissioned.

High statistics. The detector can operate with high muon stop rates as thacdaifigition runs in a
continuous deadtime free mode.

3 Project Status

uCap

The overall status of the experiment is described in the Progrpsst&kposted on the experiment’s
web pagéand in recent publicatiohsAchieved and planned milestones of the project include

2004 Completion and commissioning of the bgs€ap detector. Commissioning of continuous
gas purification systetn

First high statistics physics run.

2005 Upgrades to the detector: TPC reaches design specificationm-sienwgas diagnostics.
Neutron detectors installed. New Muon-on-Reqdestheme allows to triple data taking



rate. New wave form digitizer (WFD) system for electron Séadirs installed.
All components commissioned with beam.

2006 New CRDF grant approved to build on-site H/D separation systemldsiwADC
(FADC) system for all TPC wires developed.

Main long data run to increase statistics 10 fold to achieve the pramadal
2007 Additional experimental run to study systematic issues.

Several main trends in this production phase can be noticedabieedata volume will increase
dramatically. New electronics is being installed to recordtiad@l detailed information from the main
detector components. Sophisticated support systems (purificatjaretostalled. These upgrades aim at
the final optimization of the experiment with emphasis of rednatif systematic correction and redun-
dancy in their estimation. The final result fgrstpould be dominated by statistics, not systematics.

These developments have to be matched by significantly indrgaseer in the data processing
CPU farm. An order of magnitude more data with additional infdomdtave to be analyzed. Higher so-
phistication in the analysis methods as well as a varietpmblementary analysis methods are required
to demonstrate consistent and systematically stable resultsfofahgrecision experiment.

Follow-up experiment

Let us briefly mention that the collaboration is activexploring the feasibility of a precision meas-
urement of ther + d— n + n w capture process as a follow-up experimemt@ap. In recent years, the
response of the two-nucleon system to electroweak probes @asstuglied intensively in the frame-
work of potential models and effective field theories (BRpson-less as well as hybrid EFT), culminat-
ing in estimated theoretical uncertainties of better than deper This progress has also been fueled by
astrophysics interests, in particular in thel reactions observed by the SNO experiment and the golar
fusion process. The systematic EFT expansion demonstratesk#itdly the same combination of low-
energy constants, which parameterizes contributions from dragé axial two-body currents, appears in
all these fundamental reactions.

Kammel? and Chelf suggested that a 1-percent measuremepti @&pture would provide the most
accurate experimental information on the axial current ictieiawith the Al system, and it could deter-
mine the low-energy constant common to these processes. Two mengdéestions arose in this con-
text: Can the capture process with energy transfer of the oftlee muon mass be directly related to the
lower-energy solar reactions? Two recent theoreticalefddi'gave an affirmative answer, because the
kinematic region having small energy transfer to tNesgstem dominateg+d capture. Moreover, the
calculations achieved the required precision of 1-2 percent.

As past experiments had 10-15-percent errors, the second questiathisr a high-precision meas-
urement is feasible. FortunateyCap has developed several key techniques that promise to enable a
tenfold reduction in experimental uncertainties. In addition we t@aeptimize the target conditions—
temperature and pressure, to eliminate uncertainties dine fm hyperfine state population at the mo-
ment of capture and due to background coming fadHe formation rate. Our studies indicate promising
conditions at densities of 5-10 percent of;ldbd reduced temperatures of T <80 K.



4 Justification of Resources Requested

4.1 Data Analysis

Computing Methodology

There are several computational stages in going from the tawraduced iuCap to the final life-
time spectra:

1.

Data storage. The data must be transferred from the experiment to NCSAeffthg we have
stored 8 TBs of the 2004 run at the NCSA Mass StoragerSystad another 10 TB from the
2005 run (finished on 12/22/05) are presently being shipped fromeBlaitd. We estimate that
the full data set will about 50 TB. We have experimented withrdint methods of data transfer
to NCSA. At this point, the storage of data on LTO tapestamfer from the tape robot at our
NPL computer center at Loomis appears the most robust sollitierplanned new 10Gig uplink
from physics will accommodate large transfer of data withouta#itg the total bandwidth.

"Skimming" of theraw data. This removes raw data outside of certain time-windows of-inte
est. For theuCap data of 2004, this step reduces the raw data file sizetymoally 1.6 GB to
about 350 MB, a reduction of nearly a factor of 5. While this siéchdata is complete as far as
the physics analysis of the data, the original 1.6 GB raw filataare required for systematic
cross-checks of the data. (With the installation of the newrMDn-Request scheme in 2005,
nearly all data is clean and contributes to the total usgdtiktics. Thus, the skimming step will
be unnecessary.)

Particle tracking, formation into Tree data structure. This step finds correlations in the single
detector hits and forms these into particle track objettese objects are then stored in a Tree
data object and written to file. For the 2004 data, the size @iutpeit file containing the Tree is
typically 170 MB, with an additional 20 MB of miscellaneous histogran a separate output
file. Typical computation time (single-CPU) for one 350 MBifisikned” input file is about 10
minutes. On the raw data, this step takes 45 minutes per 1.6 GB input file.

Formation of histograms from Tree data. This analysis takes the difference of electron and
muon track times and accumulates these (decay) times imy msograms according to differ-
ent cuts. The input file, the output of step 3 above, is typicallyMB0 The output file size will
tend to increase as more histogram cuts are added; curmgitblyover 500 different histogram
cuts, the file size is about 4 MB. Computation time (singl€)CR less than 1 minute per 170
MB input file.

Merging of lifetime histograms from different files. The purpose of this step is to combine
lifetime spectra across files according to the conditianghich the data were taken (ejg.,in
pure protiumy® or W in impurity doped protium). The total single-CPU time for thépss less
than 1 hour for the 2004 data set.

Analysis Step Avg. File # of files CPUtime total size total SUs

Size (MB) (min) (GB) per pass
1 raw data 1430 3576 N/A 5114 N/A
2 skimmed data 324 3576 N/A 1126 N/A
3 tree data 160 3576 10 559 596
4 lifetime spectra 3.8 3576 1 14 59.6

Table 1: Summary of run 2004 main data (Total data including systematicestusli8 GB).



For a complete analysis we expect that at least 10 passes oventagedaguired, i.e. about
6000 SUs for the 2004 skimmed data set. An additional 3000 SUs will be needed for pletecpass
over the raw 2004 data set, necessary for cross-checks of the data.

Status and Results

The uCap analysis software was installed on the cluster begimmiegrly September. The raw data
in skimmed form had already been transferred to UniTree. Folipvécommendations of NCSA con-
sultants, skimmed raw data was transferred to the glokathatisk prior to running the analysis Step 2,
and 1 TB space on the project disk to write subsequent alap(Trees, histograms) was requested and
received.

Since the analysis had been written as a single-CPU job, dtoneveas made to better utilize the
dual-processor Xeon nodes. Since the automatic parallelizatitohes of the Intel C++ compiler did
not improve the execution speed of the main analysis Step 3, gptt seere developed to asynchro-
nously maintain two, separate single-CPU analysis processesgymeti node, until all the input files
specified for a given job were processed.

So far, two passes over a particular subset of the (sdhnmaw data, representing about half of the
total data, were completed. A list of 20 runs (files) wagsignated for each batch job such that it takes
about 20/2*10 min = 100 min per batch job. A wall clock limit of 2 hauas imposed in case of some
lockup of the job. The first pass indicated some problems thig mot obvious from the earlier, smaller
test batches: many of the analyses, about 25%, were failing due to memonfipatouti Further inves-
tigation showed that this was a consequence of the way onefghe code, which was formerly re-
garded as a library to be linked into the user part of the sinalyas handling the output file. Basically,
the Tree was written to a logical file in memory during exeocuaind only written to disk at the end.
Thus, memory usage would increase throughout execution until, roughlypR&té time; it perhaps hit
the 2 GB limit, apparently causing a crash when the data wouldritien to disk. This was worked
around simply by having the user part of the code creatpaaade file for the Tree structure, and there-
fore allowed the data to be streamed to file rather thananethroughout execution. With this change,
100% of the analyses completed successfully in the second pasmtchljobs in both passes completed
well before the wall clock limit, and the total wall tiri@ run over the data (half total) was less than 24
hours.
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Further processing of the Tree data into lifetime spectna wuccessful, and finally lifetime spectra
files were merged into a few data sets of interest. Timesged files were transferred to the NPL com-
puting cluster for fitting. The total SU's used of our inifi@D00 allocation is 616 as of today (Jan. 12,



2005). It results from two passes over half of the skimmed that®e histogramming passes over the
Tree data, plus many small test jobs, and is basically censisith the estimates in Table 1. Thus far we
have avoided a pass over the full raw data, as it wouldoc@sguarter of our development allocation
which is our main computing resource until we receive the allocationsteglia this proposal.

4.2 Monte Carlo simulation

Monte Carlo simulation has been and =
1 H neutrino . ecay electron -,
will be an integral part of theuCap e e !

experiment. It has been extensively used for . .- }EFE ]

apparatus design and improvement, and the
understanding of the obtained data. Currently
the emphasis is on studies concerning the
correct interpretation of our data and several
systematic effects.

Computing Methodology

Our approach towards the simulation is
twofold: We have an overall GEANT based
Monte Carlo including full physics processes
and detector geometry and we have several
simulations for specific effects.

For the purpose of full simulation and

interpretation of the data from thgCap Figure 4: View of a typical event in the simulated ex-
apparatus we have developed a 3 Stagéaariment. A muon enters the setup and stops incémeral
approach: TPC detector. The subsequent decay into an eleatrdriwo

neutrinos shows the respective tracks and detéd®ifrom

1. The simulation of the physicS the charged particle in the surrounding electramters.
processes in our setup using the

GEANT 3.11 package;

2. The modification of the Monte Carlo data to reflect our full eixpental setup and add spe-
cific detector effects like experimental resolutions, or enargytime offsets;

3. Transformation of the simulated data into the format of das coming form the DAQ,
which allows us to analyze simulated data with the absolideltical analysis routines as
are employed for the real data.

This concept has proven to be very fruitful. It is still under dgpmkent to incorporate more sophisticated
processes. The final goal is to have a simulation which is caieato the experimental statistics, at
least of the order of several times adalyzedi-e events.

At the present stage the generation of 300k fully tracked mudrish wtop in the target detector, dif-
fuse and then decay, with the decay electron tracked through time seteds typically 1 hour of CPU
time on a 1.5 GHz Pentium IV for stage 1 and additional 40 minutes for stage 2 and@s$ipigp 2 GB
storage is required for the intermediate data files. Tra fata file for 300k events amounts to 100 MB.
The full analysis of such a file using our typical sets dbliams typically takes 15 minutes on the same
machine.

Besides this general Monte Carlo framework, we have alselafmd code for very specific tasks
such as the understanding specific effects of time dependenimaihtdependent random background
effects on the TPC drift time distribution. Times for calcolatare typically much shorter for the same
number of events as with the full GEANT simulation.



Simulation step File size CPUtime | Total file size Total CPU time
MB min GB hours
3x10° mu events 2x10° mu events
1 GEANT data 1300 60 8580 6600
2 modified data 600 30 3960 3300
3 real data structure 100 10 660 1100
4  analysis step 1 12 12 79 1320
5 analysis step 2 2 3 13 330
total 2014 115 13292 12650

Table 2: Summary of completeCap Monte Carlo study for 3x1@nd 2x18 simulated muons.

Results

The pCap technical notes web-pdggves a good summary of all the results from our MonigoC8pe-
cific design issues studied included i8R magnet, the exact shape and material of the window of the
hydrogen pressure volume, and the influence of various matenidlsetup items on decay electron scat-
tering. Studies of energy deposits in our detector served to tamtbthe signal behavior in the TPC de-
tector. The study of effects due to the combination of the detgetametry resolution together with the
physical diffusion of muonic atoms is ongoing and has already dieldiable insight that, though the
effect is small (on the mm scalgjp diffusion can affect our decay time measurement. This stady
originally initiated to determine effects from the muchgéardiffusion of muonic deuterium atoms. For
the latter we have developed a specific Monte Carlo to abmalll the complicated physics involved in
pd diffusion. This yielded results which are parameterized and itfeemporated in the full GEANT
simulation.

4.3 Projected Computing Requirements

The 2004 data analysis provides the basis for our computing téqu2606. Most of the data struc-
ture is the same, with a few key differences: an eleatiosticker, additional waveform digitizer data
and a larger data set.

Kicker. Prior to the 2005 run, theCap experiment installed an electrostatic kicker which seleuly
events with a single muon in our detector. During 2004, this dewasenot available and a software
skimmer was implemented to remove the multi-muon events, wldtlkire large systematic corrections
and are not used in the main physics analysis (see point 2 ionséct). The installation of this device
tripled the good data rate and density on tape. Prior to the 2006 run, beginning,iit Bgriperative to
analyze the 2005 data to understand any potential systematitsgffoduced by this promising new de-
vice. Thus, a preliminary pass over the 2005 data is needed mexhévo months. During 2004, each
1.6 GB data file contained approximately 350 MB of usable dafigh the implementation of the kicker,
each file contains about 800 MB of usable data. Using the Z@ysis rate of 35 MB/min, we compute
that for each file, this portion of the data will require about 25 minatasdlyze.

WFDs. During the 2005 run, waveform digitizers (WFDs) were impleeend provide analog informa-
tion of electron detector signals in addition to the digital infdrom recorded as in 2004. Approximately
one half of each data file is composed of WFD data in the 2005-20068atat Although the analysis for
the WFD portion of the data is not fully developed yet, it is@aable to assume that a robust analysis
will take an amount of time comparable to the time neededidtyze the digital data. Since there is ap-
proximately 800 MB of each type of data in each file, each 1.6 Gihftlee 2005-2006 data set will take
approximately 47-60 minutes.

Data Set. During 2005, 10 TB of data were collected. During the data praduptiase of the run, the

data rate was 2.5 TB per calendar week. With 8-10 calenddsveésnned for the 2006 run, an addi-
tional 20 to 25 TB of data will be accumulated. This resulteiighly 30 to 40 TB of data for the com-



bined 2005-2006 data set. Using 40 TB and 60 minutes per 1.6 GB filaJautate 25,000 SU per pro-
duction pass. With 10 passes, 250,000 SU are required for the tmanmddysis of the 2005-2006 com-
bined data.

Based on the experience of the 2004 analysis, the tree data requihdg ooedalf of the space of
the good data. This step of the analysis will then produce an additional 20fslata that will need to
be stored.

Analysis Step Avg. File # of files CPU time  total size total SUs

Size (MB) per file(min) (TB) per pass
1 raw data 1638 25000 N/A 41 N/A
2 tree data 819 25000 60 20 25000

Table 3: Expected data and computing requirement for the 2006 data

There are several software/analysis projects thatréareatto the success of theCap experiment.
During the coming months, the analysis of the 2004 data set wilbtngleted. During this time, it is
also critical to prove the legitimacy of using the kicker in 20@6ter the 2006 run, the attention will
move to the main analysis which will require the bulk of @mmputing needs. In addition simulations to
fully understand the systematic effects accompanying the higisiore phase of the experiment will be
required. For a full understanding of small systematic effeet intend to simulate of the order of10
muon events and subsequently analyze these data with our analyessrdateloped with physigeCap
data.

Project Time Frame SUs
1 2004 data 1/06 - 6/06 9000
2 2005 data preliminary 1/06 - 3/06 3000
3 2005 -2006 data final 4/06 - 4/09 250000
4 Monte Carlo 4/06 - 4/09 50000

Table 4: Outlook on data and computing requirements

In the current one-year proposal we ask for 100000 SUs and a project disk of 2-5 TB. After thefirst
year we will adjust the request in a renewal proposal, according to the requirements established by the
operating experience during the first year.

5 Local Computing Environment

The Nuclear Physics Lab (NPL) cluster is comprised of ~17 duaégsoc machines. The computing
cluster is upgraded about once per year. For data analysigl@atd Carlo needs, the nuclear physics
cluster has 7 dual 1.9 GHz Athlon nodes, 6 dual 2.4 GHz Xeon nodes and 4 dakiz3X2on nodes.
The nodes are connected by two different networks: a sH&@dvegabit network for process control
and user interaction and a Gigabit network for data transferdata storage needs, there are LTO tape
robots and a few TB of buffer space intended for data staginghduytrinciple data for each experiment
is stored on tape. This computing facility supports the research okkdE a dozen experiments and is
administered by two graduate students. Due to resource sharinggatat reaintenance, it has been our
experience that we have access to roughly 5 processors at anymigen fi

The computing resources in Berkeley are presently limited to & lsel PC cluster running under
Linux with four Pentium IV CPUs (1MHz, 1.2 MHz, 2 x 1.5 MHz) and a total of ~700 GB stoegupe-
ity. One of the 1.5 MHz PCs is presently fully dedicated to Monte Carkomboing developments are
done on this local cluster. Test runs up tbé@nts are routinely performed. NCSA will be necessary to
perform a final full statistics simulation once all necessary physiacesses are incorporated and tested
in the code.



6 Other Computer Support

In order to keep the result of this precision experiment uathjabe frequency of the precision clock
providing the time base is blinded to the collaboration. Moredwer independent analysis frameworks
have been developed at UCB and UIUC. UCB has been using the kledter at PSI. It consists of 56
computational nodes: 32 nodes with dual Athlon 1600MP, 8 nodes withAthlah 2200MP, and 16
nodes with dual 500-700MHz Pentiumlll running a customized version @iHaé Linux. This has been
very helpful in the past and we continue to use this farm. Hemydecause of the limited processing
nodes as well as load sharing with many other users, it willdsloav for the main data set. For that rea-
son the UIUC group has initially developed its software ordta& NPL cluster and then started the mi-
gration to NCSA, as this seems the only promising option torohtéinal precision result with the up-
coming large data volume.

7 Project Team Qualifications

Peter Kammel and Tim Gorringe have more than 25 yearspefience in Nuclear/Particle physics,
in particular precision physics with muons, as documented by more than 100 publications.

Kammel proposed thpCap experiment and is the co-spokesman of the collaboratioleade the
experiment in scientific, technical and organizational aspe&didd proposed the custom hardware for
high-rate readout of the TPC and extensively used the NER®@uting facilities in the development of
the experiment during his tenure at UC Berkeley. Currently keta graduate students working for
their Ph.D. theses on thgCap experiment.

Tim Gorringe participated in and proposed several important expets in this field, e.g. the RMC
experimerit at TRIUMF and the recent measurement of the ortho-para Heeis also coauthor of an
authoritative reviewon the pseudoscalar coupling constanigthe experiment his group is responsible
for the readout of one of the main data sources, a state afttt60 MHZ WFDs developed by our col-
laborators at Boston University. His group will concentrate on analyses loa the new WFD data.

Members: S. Clayton, P. Kammel, B. Kiburg (University ohltis at Urbana-Champaign), T. Gor-
ringe, Vladimir Tischenko (University of Kentucky), T. Banks,Gray, B.Lauss (University of Califor-
nia, Berkeley).
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