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1 Summary

In our original proposal we asked for 100,000 SUs on Tungsten. The allocation letter of March 29, 2006 awarded this project (PHY060019) with 50,000 SUs on the Condor cluster (Radium). 
· In terms of real benchmarked CPU power this corresponds to a reduction of our original request by a factor of ~7.6. This allocation does not even allow for a single analysis pass through our data (see details below). 
· The NCSA documentation
 suggests Radium for “modest input/output disk requirements [megabytes not gigabytes] “, while we need to process tens of terabytes. According to Michelle Butler from NCSA there is no way that the current architecture (I/O and files system) of Radium would support this project, before the planned very large upgrade of Radium is in place.
Thus we are seriously concerned that the present allocation is unsuited for our project, which needs large data storage (50 TB), high bandwidth I/O (50 MB/s) and significant CPU power. 

NCSA has all the unique computing resources (mass storage, I/O and CPU power) to leverage the analysis capabilities of our medium-sized University based collaboration and to critically contribute to the success of the challenging and highly rated MuCap experiment. In fact, supercomputer centers like NCSA provide the key enabling technology for University groups to embark on such CPU/data intensive experiments. 
In section 2 of this Justification Response we try to answer all general remarks of our referees. In section 3 we lay out our analysis model and requirements in detail. This technical description of the software model and the resulting hardware requirements apparently was a shortcoming in our original proposal and section 3 should clarify associated question. In section 4 we report our limited benchmarking of Radium vs. Tungsten. In section 5 we summarize our requirements.
We do not insist on a particular computer system at NCSA, but rather want to make our requirements completely transparent and work with NCSA staff to define the most suitable hardware system. We already started this process and help by NCSA staff Michelle Butler and Craig Steffen is gratefully acknowledged. 
2 Response to Referee Remarks

Ref.1,2: Code is not parallelized
Referee 2 observed, “Particle physics code is often trivially parallel”. This is exactly the case for our project. Separate sets of statically independent data (called runs), can be efficiently processed on a single CPU of the cluster. Thus we submit a job array to work on these statistically independent sets. Any effort to further parallelize this would be purely cosmetic, with no positive effect on the performance. What is needed are

· Significant mass storage (60 TB) to process a high statistics of 1010 events, unprecedented in experiments in this field.

· High bandwidth I/O (~50MB/s) to transfer this data to the nodes of the job array.

· Sufficient total CPU power to process the data in reasonable time commensurate with the analysis cycle. For the most CPU intensive stage this amounts to ~75 Tungsten CPUs running continuously for 2 weeks.

 We are aware that job arrays might not be the preferred analysis model for the Computer Science point of view. On the other hand our project is physics driven, to definitively solve a nuclear/particle question which remained controversial in spite of many attempts during the last 30 years. We have made outstanding progress in the experimental techniques towards this goal. The trivial parallel jobs are optimal and indespensible for the analysis part of the experiment.

As a reference we mention the TWIST experiment at TRIUMF, which heavily relies on massive computations of similar trivially parallel structure both in analysis and Monte Carlo simulation at Canada’s West Grid (“We’re so dependent on WestGrid,” says Marshall. “Without it, we couldn’t have done what we did.”) 

Ref.1,2: How does the NCSA request fit into the funding structure of the MuCap experiment? Were the analysis resources not planned in the original proposal?

MuCap is a medium-scale experiment performed by an international collaboration at the Paul Scherrer Institute, Switzerland. Two points need to be clarified here.
a) International collaboration seems to imply nuclear/particle physics experiments of the scale of Phenix (BNL) or even Atlas (CERN). The MuCap collaboration is much smaller than that. Typical construction contributions per institution range are around $50,000, see Technical Proposal 2001
. Continuing yearly hardware support is around $10,000 per institution, subject to serious fluctuations, e.g. by the Rubel devaluation experienced by our Russian colleagues. Thus we do benefit on additional funding resources as our project progresses. For instance, the US Civilian Research Development Foundation funds were awarded after our proposal, which were essential to support critical developments in gas purification and diagnostics.

b) The success of the experiments depends on several new techniques in wire chamber technology, electronics and data acquisition, and gas purification and diagnostics at the part per billion level, which were never achieved before simultaneously.  The required R&D was successful, the analysis has reached a high level of sophistication and several detector upgrades led to the present excellent performance. As a result the experiment is more powerful than originally planned, collects good data with higher efficiency and additional information. But it also produces more data to be analyzed.
The original concept was to analyze the experiment at the PSI computer farm and at the NERSC DOE facility, when I was still at UC Berkeley. The PSI facility was very helpful in the past and will be in the future, but it cannot keep up with requirements of our final physics analysis. When I accepted a faculty position at the NSF funded Medium Energy group at UIUC, I did not follow up on NERSC and my successors at Berkeley did not either. As the center of this experiment moved to UIUC, I found it more natural to consider local and NSF funded possibilities. Cleary, NCSA was the logical and ideal choice.
Ref.1: How optimized is the code?

It is difficult to give a quantitative answer. Overall, it is fair to say that about 8 man years have been invested in the development of the MuCap analysis code. In the spirit of a fundamental precision experiment two independent analysis codes were developed at Berkeley (in C) and Illinois (in C++). Both run with similar efficiency.  Thus far two graduate students have performed completely independent analyses of 20% of the final data. The comparison has been instrumental to identify systematic issues and a first physics publication is planned for this year. Alas, the current NCSA proposal is for the UIUC analysis framework only, as two independent analyses would nearly double the CPU requirements. 
3 Software Analysis Model

The analysis proceeds in Stages as shown in fig.1. The Stages have been described in section 4 of our proposal. In the original proposal we presented both the plan for the one year proposal and an outlook for coming years, which might have been confusing. In this Justification Response all numbers refer to the present one year proposal. 
· Stage 0:  The total raw data from the MuCap experiment amount to less 50 TB. 18 TB is already on NCSA MSS, the rest will be transferred to MSS once.

· Stage 1: This is by far the most CPU intensive Stage, namely the reconstruction of the raw data into tree objects. While usual nuclear/particle experiments a reconstruction efficiency in the percent range is sufficient, MuCap requires the understanding of time dependent effects in the reconstruction to better than 10 ppm. Thus the reconstruction has to be repeated several times to implement improvements and verification based on better understanding of the experimental systematics. We plan 2 passes over Stage 1 in the proposal period. The tree files will need ~20 TB of space on MSS. Once a new pass over Stage 1 in started the previous tree files will be deleted, so that the 20 TB storage does not increase. We expect to perform Stage 1 every 5 months, using 75 Tungsten equivalent CPUs for 2 weeks.
· Stage 2: One analysis pass over the tree data needs ~8x less CPU than a pass over Stage 1. These detailed analyses consist of sorting tree objects into histograms and will be repeated more frequently (7x number of Stage 1 passes). The main requirement at this Stage is sufficient I/O. We have demonstrated 55MB/s transfer from MSS to Tungsten with multiple streams already. We expect to perform Stage 2 every 3 weeks, using 32 Tungsten equivalent CPUs for 4 days.

· Stage 3/4: Finally the data subset will be summed up and transferred to Nuclear Physics Laboratory at UIUC for detailed analysis. The computer system requirements are small for this task.
The requested Geant Monte Carlo is a small fraction of the allocation, was uncontroversial in the referee reports and is not explained further. 
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Figure 1: Analysis model and anticipated passes for present proposal
4 Benchmark Radium vs. Tungsten
4.1  SU accounting

The Intel CPUs on Tungsten are Xeon 3.2 GHz, on Radium Pentium III 1GHz. Standard benchmarks CINT2000
 suggest a performance ratio of  ~3.5. We have installed our analysis software on both systems and analyzed identical runs. The performance ratio for our software was ~3.8, consistent with the expectations. Craig Steffen from NCSA informed us that the processor time on both systems are directly translated into SUs. Although our tests on Radium were limited, they indicate that

1 Radium SU is equivalent to 3.8 Tungsten SU.

We are using this conversion factor in this Justication Response.

We also noted up to 16 hours queue waiting times for single simple jobs. With our limited test period, we cannot judge whether these are exceptions. Nevertheless it raises the question to NCSA, whether the projected load and capacitance of Radium is adequate for our project requirements.   
4.2  Data storage and I/O

The tests above were performed with a few files on a scratch disk. Thus we don’t know if our staging and I/O requirement of transferring several tens of TB is compatible with Radium. We ask NCSA to advice us and suggest also whether additional hardware upgrades (switches) could allow the required performance. According to M. Butler, Radium is incompatible with our project’s requirements.
5 Summary of requirements

In summary the request for our one year proposal is as follows:
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 #   (kSU) CPUs/ pass  (kSU) CPUs/pass

Stage1 2 50 74 for 2 weeks 190 283 for 2 weeks

Stage2 14 42 31 for 4 days 159.6 119 for 4 days

Stage3 14 0.7 2.66

Monte Carlo 7.3 27.74

total  100 380
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Here both Tungsten and Radium requirements are listed as alternatives. Colums 4-5 and 7-8 shows the number of CPUs needed for one pass. For instance, 283 Radium CPUs have to run continuously to process stage 1 within two weeks. In addition, we ask NCSA to consider if our project is compatible with the reliability and the load on the Radium cluster. 
In summary, we request the following allocation:
100 kSU on Tungsten    or    380 kSU on Radium
60 TB MSS

2 TB project hard disk

In the above we have treated Radium as an equivalent option, as the referees advised to consider Radium. However we mentioned that, according to the advice of NCSA staff, Radium is not really an option for our project. We definitely need NCSA advice to find a viable solution.


















































































































� http://www.ncsa.uiuc.edu/UserInfo/Resources/Hardware/Condor/Doc/index.html


� p.46 http://www.westgrid.ca/downloads/documents/WestGridAR.pdf


� http://www.npl.uiuc.edu/exp/mucapture/documents.html


� http://www.spec.org/cpu2000/results/
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				#		(kSU)				CPUs/ pass		(kSU)				CPUs/pass
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		Stage3		14		0.7						2.66

		Monte Carlo				7.3						27.74

		total				100						380
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